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Abstract 

 

 

This study develops the first regional inflation forecasting models for the Philippines 

employing non-linear machine learning approaches for a few representative regions of the 

country. These regional forecasting models are expected to supplement the BSP’s suite of 

macroeconomic models used for forecasting and policy analysis. In particular, three machine 

learning methods are employed: support vector regression (SVR), artificial neural networks 

(ANN), and long-short term memory (LSTM) to forecast inflation for the selected regions using 

univariate and multivariate processes. These models are evaluated based on root mean square 

error (RMSE) and mean absolute error (MAE) in one-month ahead static forecasting and 12-

month ahead dynamic forecasting. The results indicate relatively good performance of the 

models for month-ahead forecasting while SVR models dominated in the 12-month ahead 

dynamic forecasting exercises. Furthermore, the models are evaluated vis-à-vis traditional 

ARIMA models and this paper finds evidence that machine learning methods do outperform 

ARIMA models in forecasting. 
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Forecasting regional inflation in the Philippines  

using machine learning techniques:  A new approach 

 

Vidal Marvin C. Gabriel, Dennis M. Bautista, and Cherrie R. Mapa 

 

 

1. Introduction 

 

The Bangko Sentral ng Pilipinas (BSP) officially adopted inflation targeting as 

framework for monetary policymaking in 2002.  Since then, inflation forecasting models have 

been an integral component of the policymaking process at the central bank. The BSP employs 

a suite of models to nowcast and forecast inflation and other key macroeconomic variables 

such as output and money supply. These models range from simple autoregressive integrated 

moving average (ARIMA) models to a more complex macroeconomic model with an 

endogenous monetary policy rule. The main objective of this paper is to develop the first 

regional inflation forecasting models for the Philippines, employing three non-linear machine 

learning approaches for selected representative regions of the country.  These regional 

forecasting models are expected to supplement the BSP’s suite of macroeconomic models 

used for forecasting and policy analysis.  

 

The government’s inflation target is expressed in terms of nationwide, year-on-year 

inflation rate and as such, forecasts used for policymaking should likewise refer to the 

nationwide inflation. Aggregated regional inflation forecasts could provide an alternative 

method of nowcasting the nationwide inflation. For this paper, models are built for seven 

regions representing Luzon (NCR, Central Luzon and CALABARZON), Visayas (Western Visayas 

and Central Visayas), and Mindanao (Northern Mindanao and Davao). Together, these regions 

already account for 73.1 percent of the country’s consumer price index (CPI) basket.  Moreover, 

these are pioneering models for generating regional inflation forecasts and could be helpful 

for surveillance of regional trends. While these algorithm-generated models have limited 

capability in providing insights on causal factors, these models can help policymakers spot a 

region that might have a diverging trend from the nationwide trend. The intent is not to help 

craft a monetary policy response to regional inflation. Rather, the generated forecasts can 

signal to policymakers whether a region merit closer scrutiny and if there are any other 

possible targeted government policy that could be deployed to preserve price stability in that 

region. 

 

There is an existing large body of empirical literature devoted to modeling inflation. 

Similar to other time series data, the simplest and perhaps most commonly used statistical 

tools to forecast inflation are the auto regressive (AR) and ARIMA models (Moser et al., 2007; 

Baciu, 2015). More recently, machine learning algorithms have started to attract interest from 

researchers (Binner et al., 2005; Siami-Namini et al., 2020; Okasha & Yassen, 2013) in time 

series forecasting because of its non-linear capabilities and promising results.   In fact, there 

are a number of studies that tried to compare these models and found out that some of the 
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machine learning models can outperform the commonly-used statistical tools (Esquivel-

Monge, 2009; Chakraborty, 2017; Hurtado & Cortes-Fregoso, 2013; Cortez et al., 2001). This 

paper follows this approach and explores the use of machine learning techniques for regional 

inflation forecasting. Specifically, three machine learning methodologies will be utilized:  

support vector regression (SVR), feed-forward artificial neural networks (ANNs), and recurrent 

neural networks – long-short term memory (LSTM). These models will be evaluated based on 

their root mean square error (RMSE) and mean absolute error (MAE) in one-month ahead static 

forecasting and 12-month ahead dynamic forecasting. Moreover, forecast performance of the 

machine learning models will be assessed vis-à-vis traditional ARIMA models. 

 

The remainder of this paper is structured as follows: Section II presents an overview of 

the machine learning algorithms used in this paper. Section III provides a review of the 

empirical literature. Section IV covers data preparation, architecture of the models, and the 

performance metrics. Section V discusses the results and Section VI concludes. 

 

2. Overview of Machine Learning Models 

 

Machine learning is an approach to forecasting where there are no priori assumptions 

between the relationship of input and output variables but uses an algorithm to detect or learn 

any relationship between these variables. Based on this learning, the model then creates a 

function that helps predict the output variable given the input variable. There is no singular 

way of doing machine learning. Rather, there are a myriad of machine learning techniques. 

This paper utilizes SVR, ANN and LSTM. 

 

2.1 Support vector regression (SVR) 

 

2.1.1 Brief mathematical background of SVR 

 

SVR is an application of support vector machines (SVM). In an ordinary least squares 

regression with one predictor, the goal is to minimize the objective function: 

𝑚𝑖𝑛 ∑(𝑦𝑡 − 𝑤𝑡𝑥𝑡)2

𝑛

𝑡=1

 (1) 

where 𝑦𝑡 is the target, 𝑤𝑡 is the coefficient, and 𝑥𝑡 is the predictor (feature). SVR takes this a 

step further by allowing the definition of the acceptable level of error (Smola & Schölkopf, 

2004). The objective of SVR is to minimize the coefficient 𝑤 while the error term is handled in 

constraint, i.e., error should be less than the specified threshold, 𝜀. This modifies Equation 1 

to: 

𝑚𝑖𝑛
1

2
||𝑤||2 (2) 

and the constraint is given by: 

|𝑦𝑡 −  𝑤𝑡𝑥𝑡| ≤  𝜀 (3) 

 However, there will be cases wherein data will violate Equation 3 (Smola & Schölkopf, 

2004). Data can exceed 𝜀 with some deviation. To accommodate this instance, 𝜉 is added in 

Equation 2 as a regularization parameter which then yields: 
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𝑚𝑖𝑛
1

2
||𝑤||2 + 𝐶 ∑ |𝜉𝑡|

𝑛

𝑡=1

 (4) 

 

 

with a new constraint: 

|𝑦𝑡 − 𝑤𝑡𝑥𝑡| ≤  𝜀 + |𝜉| (5) 

 In this configuration, there is an additional hyperparameter, 𝐶 that should be tuned. 

Furthermore, it can be noted that 𝐶 and 𝜀 are directly proportional. This means that as 𝐶 

approaches 0, Equation 4 reverts back to Equation 2. 

 

2.1.2 Limitations of SVR 

 

 There may be instances when the algorithm may perform poorly. SVR may not perform 

very well when the dataset has more noise. SVR also underperforms when the number of 

features for each data point exceeds the number of training data sample. In other words, SVR 

is not suitable for large data sets.  Moreover, since the model is bounded by 𝜀 and 𝜉, no 

probabilistic explanation can be formulated. 

 

2.2 Feed-forward Artificial Neural Networks (ANNs) 

 

Artificial neural networks (ANNs) are computational models that mimic the behavior of 

the human brain that has the capability to learn. Essentially, inputs are processed through a 

learning node or perceptron to help generate an output. In order to more adequately mirror 

complex real-life decision-making processes, researchers would typically use more than one 

perceptron, thereby producing a so-called neural network. Goodfellow & Bengio, 2016 is the 

main reference in illustrating the mathematical description of ANN. 

 

ANNs are parameterized, oftentimes nonlinear functions, that can be fitted to data in 

order to get a desired forecast. They are composed of interconnected pool of neurons that are 

linked together. Consider an 𝑛-dimensional input vector of the 𝑗𝑡ℎ neuron 𝑥 = (𝑥1, … . , 𝑥𝑛) with 

vector weights 𝑤 = (𝑤𝑗1, … . , 𝑤𝑗𝑛) and a bias 𝑏𝑗,  the output 𝑦𝑗, of the output neuron is then 

given by: 

𝑦𝑗 =  𝑓 (∑ 𝑤𝑗𝑡𝑥𝑡 +  𝑏𝑗

𝑛

𝑡=1

) (6) 

where function 𝑓 is the activation function.  Note the weights determines the connection 

between two neurons. It decides how much influence the input will have on the next neuron. 

Meanwhile, biases 𝑏 are additional inputs into the next layer usually into the hidden layer. This 

is done to prevent zeroes in the input which will give an error in the activation function. This 

paper uses the hyperbolic tangent activation function presented below:  

𝑓(𝑥) = tanh(𝑧) =  
exp(𝑧) − exp (−𝑧)

exp(𝑧) + exp (−𝑧)
 (7) 
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2.2.1 Multi-layer perceptrons (MLPs) 

 

Multi-layer perceptrons (MLPs) are ANNs with one or more layers of neurons that are 

interconnected together. In a feed-forward fashion, data is fed in the input layer then passed 

through to the hidden layer/s, and finally to the output layer. The output of each layer is then 

the input of the successive layer. On a side note, however, the neurons of the same layer are 

not connected.  

 

 For a simple mathematical representation of MLP, consider an MLP with 𝑛 inputs, 𝑚 

neurons in the hidden layer and 𝑐 neurons in the output layer. Assume 𝑥 ∈  ℝ𝑛 be the input 

vector of the neural network, and 𝑤 the matrix of the weights in the first layer, the resulting 

output of the 𝑗𝑡ℎ neuron in the hidden layer is: 

 

𝑎𝑗 =  𝑓 (∑ 𝑤𝑗𝑖𝑥𝑖 + 𝑏𝑗1

𝑛

𝑡=1

) (8) 

where 𝑤𝑗𝑖 is the weight parameter of the connection from the 𝑖𝑡ℎ input to the 𝑗𝑡ℎ neuron in 

the hidden layer, 𝑏𝑗1 is the bias of the 𝑗𝑡ℎ neuron of the first layer. 

 

 After passing to the hidden layer, the connection between the output 𝑦𝑘 of the 𝑘𝑡ℎ 

neuron and the hidden neuron 𝑎𝑗 is presented in the following equation: 

 

𝑦𝑘 =  𝑔 (∑ 𝑣𝑘𝑗𝑎𝑗 + 𝑏𝑘2

𝑚

𝑗=1

) (9) 

 

where 𝑣𝑘𝑗 is the weight of the connection from the 𝑗𝑡ℎ hidden neuron to the 𝑘𝑡ℎ neuron in the 

output layer and 𝑏𝑘2 is the bias of the kth neuron of the output layer. Combining Equation 8 

and Equation 9 gives the explicit form of the output of the MLP network as shown below: 

 

𝑦𝑘 =  𝑔 (∑ 𝑣𝑘𝑗𝑓 (∑ 𝑤𝑗𝑖𝑥𝑖 +  𝑏𝑗1

𝑛

𝑡=1

) + 

𝑚

𝑗=1

𝑏𝑘2) (10) 

 

Equation 10 can be extended to the case of more than one hidden layer while 

maintaining the same iterative process. Due to these properties of the ANNs, it has gained 

popularity in forecasting and modelling activities of different types of data. Its popularity is 

related to its simplicity and ability to deal with complex multi-dimensional mappings. 

 

2.2.2 Learning algorithm through back-propagation 

 

Just like the human brain, ANNs need to learn in order to predict future data values. If 

the error of the MLP network has some error functions that is differentiable, it is then possible 

to estimate the derivative of the error with respect to the weights and modify them in order 

to minimize the error function. 
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Consider again the MLP in the above illustrative example with 𝑛 inputs, 𝑚 neurons in 

the hidden layer and 𝑐 neurons in the output layer and assume 𝑦𝑝 the forecasted output and 

𝑑𝑝 the corresponding actual data (or target) of the network. The network (MLP) should learn 

𝑁 input patterns. The goal then of back-propagation algorithm is to modify the weights of the 

network to minimize the error function: 

𝐸(𝑤) =  
1

𝑁𝑛
∑ ∑[𝑑𝑘

𝑝
− 𝑦𝑘

𝑝
]

2
𝑐

𝑘=1

𝑁

𝑝=1

 (11) 

The error function (see Equation 11) is a continuous differentiable of the weights of 

the network. Further, gradient descent technique can be used for the minimization process. 

From the above Equation 11, the weights can be updated using the following equation: 

𝑤(𝑙 + 1) =  𝑤(𝑙) −  ɳ
𝜕𝐸(𝑤)

𝜕𝑤
 (12) 

where 𝑙 is the 𝑙𝑡ℎ iteration of the algorithm and ɳ is the learning rate. Updating the weights 

should follow the gradient of 𝐸(𝑤) where it decreases. It can be noted that if  ɳ is too low, 

training progress will be very slow. On the other hand, if it is too high, it could cause 

undesirable divergence behavior in 𝐸(𝑤). 

 

2.2.3 Limitations of ANN 

 

 The best-known disadvantage of all feed-forward ANNs is their “black box” approach. 

In other words, one doesn’t know exactly how or why the ANN came up with the output. This 

is because, as the layers and nodes are increased, it becomes extremely difficult to come up 

with an equation to explain the process.  

 

 Another disadvantage of feed-forward ANNs is that they require much more data than 

other machine learning algorithms. Although there are some instances where neural networks 

do well with little data, this is not often the case. 

 

 Feed-forward ANNs require higher computer capacity since they are usually 

computationally expensive. In a state-of-the-art deep learning algorithm, successful training 

of really deep neural networks can take several days or even weeks to train completely from 

scratch. Hence, ANNs may not be suitable for real-time forecasting. 

 

 Feed-forward ANNs also suffer in vanishing gradient phenomenon. This is a 

consequence of the chain rule differentiation process in the back-propagation algorithm. 

When the derivative of the error function becomes constant, the weights in the first few layers 

will no longer be updated. When this happens, the model will stop learning and will provide 

erratic forecasts.  

 

2.3 Recurrent Neural Networks (RNN) 

 

Data in a time series models are sequential in nature. Although some studies have 

shown that feed-forward ANNs are capable of time series forecasting, it can be improved when 



Forecasting regional inflation in the Philippines using machine learning techniques: A new approach 

BSP Working Paper Series No. 2020‐10  8 

the decisions of the model are influenced by what it has learnt from the past. Basic ANNs 

remember things too, but they remember things they learnt during training. A special type of 

ANNs where it can store past memory are RNNs. While RNNs learn in training, they also 

remember things learnt from prior inputs while generating outputs. Hochreiter & 

Schmidhuber, 1997 provide a good discussion of RNN. 

 

The hidden layers of RNNs act as internal storage for storing the information captured 

in earlier stages of reading sequential data. It performs the same task for every element of the 

sequence, with the ability of utilizing information captured earlier to predict future unseen 

sequential data, hence the name “recurrent”. 

 

In a sequential manner, RNN takes 𝑥𝑡−1 from the sequence of input data (time series) 

and estimates ℎ𝑡−1. Then, it takes 𝑥𝑡 and ℎ𝑡−1 as the new inputs for generating  ℎ𝑡 . This process 

of RNN makes it remember the previous data while training. The current state of RNN can be 

represented by Equation 13 below: 

ℎ𝑡 = 𝑓(ℎ𝑡−1, 𝑥𝑡) (13) 

 Using the above equation, we can now apply an activation function to produce Equation 14: 

ℎ𝑡 = tanh (𝑊ℎ−1ℎ𝑡−1 + 𝑊𝑡𝑠𝑥𝑡) (14) 

where 𝑊ℎ−1 is the weight at previous hidden state and 𝑊𝑡𝑠 the weight at current input state. 

Since the activation function in Equation 14 was set to tanh, it introduces non-linearity to ℎ𝑡. 

 

2.3.1 Long short-term memory (LSTM) 

 

Long short-term memory (LSTM) is a special type of RNN that has the capability to 

remember the values from earlier stages for the purpose of future prediction. In other words, 

it has additional features to memorize the sequence of data. This model was introduced by 

Hochreiter & Schmidhuber in 1997. Each LSTM is a set of cells, or system modules, where the 

data streams are captured and stored. Three types of gates are involved in each LSTM with the 

goal of controlling the state of each cell: 

 

 Forget gate: This gate assess what information will be thrown away. It outputs a number 

between 0 (forget information) and 1 (keep information) due to the sigmoid activation function 

- 𝜎(𝑥) =
1

1+ 𝑒−𝑥. Equation 15 below is the mathematical representation of the forget gate. 

𝑓𝑡 = 𝜎(𝑤𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑓) (15) 

where ℎ𝑡−1 and 𝑥𝑡 are previous hidden state and current input state, respectively. 

 

Memory gate: This gate chooses new data that will be stored in the cell state. The 

sigmoid layer presented in Equation 16 below chooses what information will be updated. 

𝑖𝑡 = 𝜎(𝑤𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡]) (16) 
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It is called the “input gate layer”. Meanwhile, Equation 17 below makes a vector of new 

candidate values, 𝐶�̅� that could be stored to the cell state. 

𝐶�̅� = 𝑡𝑎𝑛ℎ(𝑤𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑐) (17) 

To update the previous cell state, 𝐶𝑡−1 to new cell state, 𝐶𝑡 the forget gate (see Equation 15) 

is manipulated to the previous cell state, 𝐶𝑡−1 and added to the product of Equation 16 and 

Equation 17. 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡  ∗  𝐶�̅� (18) 

 Output gate: The output gate yields an output based on the cell state along with the 

filtered and newly added data. The sigmoid layer is first implemented to decide what parts of 

the cell state will be considered. 

𝜎𝑡 = 𝜎(𝑤𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡]) (19) 

Then, the output of the sigmoid layer will be multiplied to Equation 17. The output gate is 

represented mathematically by the Equation 20 below: 

ℎ𝑡 =  𝜎𝑡  ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡) (20) 

 

2.3.2 Limitations of LSTM 

 

 Just like the feed-forward ANNs, LSTMs also suffer from a “black box” approach and 

requires higher data resolution. Furthermore, since the structure of LSTM is more complex than 

feed-forward ANNs, it requires higher computational power and thus longer running time.  

 

3. Review of Literature 

 

There is a growing body of literature on the empirical application of machine learning 

algorithms for forecasting in the fields of economics and finance. Results, thus far, have 

generally been favorable, attesting to the usefulness of said techniques for these fields. 

 

For example, SVR has been used to forecast stock prices. Shen et al., 2012 explored the 

capabilities of SVR in forecasting US stock prices. Their study used the lag values of the time 

series together with other market features to forecast prices. Based on their numerical tests, 

SVR forecasts tend to have high accuracy. 

 

In terms of forecasting inflation, Zhang et al., 2012 used SVR to forecast inflation in 

China. They argued that SVR could outperform ANNs because an SVR does not need bigger 

dataset to perform optimal. They compared three models: linear regression, feed-forward 

ANNs, and SVR. Based on the MAE of the three models, SVR registered the lowest (0.2) 

followed by ANNs (2.3). Linear regression performed the worse with a score of 2.8. Similar 

conclusion was observed when RMSE is calculated instead of MAE. 
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ANN modelling has also been gaining attention as an attractive technique for 

estimation and forecasting time series in recent years due to its nonlinear properties. Adebiyi 

et al., 2014 and Okasya et al., 2013 compared the performance of ARIMA and ANN in 

forecasting stock prices. The former (Adebiyi et al., 2014) studied the performance of the two 

models in New York Stock Exchange while the latter (Okasya et al., 2013) in Al-Quds index of 

the Palestine stock exchange. Both studies showed that ANNs are superior relative to ARIMA. 

 

Meanwhile, Binner, et al., 2005 compared nonlinear ANNs with linear univariate time 

series ARIMA model and multivariate vector auto regression (VAR) model in forecasting Euro 

inflation. Their research showed that ANNs outperform the traditionally-used linear ARIMA 

and VAR models in macroeconomic forecasting and are statistically superior to them. Further, 

they have noted that the gain in forecasting accuracy in ANNs is very much likely to have 

emerged from the capability of the ANNs to capture nonlinear relationships between 

macroeconomic variables. 

 

Chavez-Hurtado et al., 2013 similarly utilized ANN to forecast inflation for Mexico. They 

categorized Mexico’s inflation into three stages: volatile phase - from 1994 to 1998, transition 

phase - from 1998 to 2001, and stability phase - from 2001 to 2010. The authors found that 

during the volatile period, their ANN model registered better performance than the Bank of 

Mexico model. However, during the transition phase, the Bank of Mexico model had better 

accuracy than their ANN model. Nonetheless, as the ANN model learned from the updated 

database (during stability phase in 2001 to 2010), its performance has again improved 

compared to the Bank of Mexico model.  

 

As discussed in the previous Section, ANNs have the capability to find patterns based 

on multiple inputs. Sari et al., 2002 for example, used ANN to forecast inflation rate in 

Indonesia and accommodate multiple features, (i.e. 𝑚 − 1 (inflation rate a month ago), 𝑚 − 2 

(inflation rate two months ago), 𝑚 − 3 (inflation rate three months ago), and CPI). ANNs 

manifested a relatively low RMSE (0.204) which is superior to fuzzy logic, their reference model. 

Thakur et al., 2016 similarly designed ANNs for forecasting inflation in India with multiple 

features as inputs: output, exchange rate, export, money supply, imports, gold prices, oil prices, 

and the balance of trade. They found that their generated forecasts are closer to the actual 

inflation than forecasts of Organization for Economic Cooperation and Development (OECD) 

and International Monetary Fund (IMF). 

 

There are also a number of studies that compared LSTM with traditionally-used 

statistical tools in modelling time series. Most of these studies lent support to the view that 

LSTM could be used for time series forecasting. Siami-Namini et al., 2018 compared LSTM with 

ARIMA in forecasting different stock prices. On average, LSTM improved their forecast 

accuracy by 85 percent compared with ARIMA.  

 

A similar study was performed by Lee & Yoo, 2017 wherein they used LSTM to forecast 

the top 10 stocks in terms of market value from the Standard and Poor's 500 index (S&P500) 

and concluded that deep learning and machine learning algorithms produce more accurate 

financial time series forecasts. 

 



Forecasting regional inflation in the Philippines using machine learning techniques: A new approach 

BSP Working Paper Series No. 2020‐10  11 

Meanwhile, Almosova & Andresen, 2004 have compared different time series 

forecasting models to forecast US inflation. They used AR, ARIMA, Seasonal ARIMA (SARIMA), 

Random walk (RW), Markov switching model (MS-AR), standard ANN, and LSTM. Their findings 

showed that LSTM outperforms all other forecasting techniques especially at longer horizons. 

Further, they have investigated the real-time forecasting performance of the LSTM by 

computing one-month-ahead predictions in a rolling-window setting. They have found that 

the prediction of LSTM is significantly superior to the ANN and VAR forecasts with the 

exception of some years. 

 

During the course of this literature review, this paper found two central banks (i.e. Bank 

of England and Banco Central de Costa Rica) (Chakraborty, 2017 and Monge, 2009) that 

explored machine learning algorithms to forecast inflation in their country. Bank of England 

(Chakraborty, 2017) provided an overview on how to integrate machine learning algorithms in 

economic analyses. They presented different algorithms such as ANNs, tree-based models, 

SVMs, and different clustering techniques. They performed three case studies, one of which is 

the projection of UK CPI inflation on a medium-term horizon of two years. They used AR, VAR, 

and ridge regression as reference models. Their results show that the performance of all the 

reference models is generally worse than most machine learning algorithms. Likewise, Banco 

Central de Costa Rica (Monge, 2009) studied non-linearity in inflation forecasting. The main 

objective is to examine whether to allow non-linearity in some of the economic models for 

forecasting inflation in Costa Rica and if it will yield any improvement in their performance. 

The paper investigated if the nonlinear methodology of ANNs can improve inflation forecasts 

obtained from linear, structural models. They have found that using ANNs reduces the RMSE 

of out-of-sample forecasts as compared when OLS estimation method was applied. Their 

findings support the existence of relations among variables that are not fully captured by 

standard linear econometric methods due to the nonlinear nature of some of them. 

 

4. Data and Methodology 

 

This paper implements three machine learning algorithms: (1) SVR, (2) feed-forward 

ANN, and (3) LSTM. Since all of them can perform univariate and multivariate processes, they 

are tested on both configurations. All of the models are executed in a computer with the 

following specifications: (1) 12 gigabytes of RAM, (2) 4 gigabytes of video card, (3) 4 chores, 

and (4) intel i5 – 5th generation processor. 

  

4.1 Data preparation 

 

 This study includes 7 regions representing the major island groupings in the country: 

Luzon, Visayas and Mindanao. The data are taken from the Philippine Statistics Authority (PSA) 

and covers the period January 1994 to December 2019. Table 1 lists the covered regions and 

their corresponding weights in the nationwide CPI basket. 
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Table 1. Regions Covered and Corresponding Weights in the CPI basket 

Region Weight (in percent) 

National Capital Region (NCR) 22.51 

CALABARZON (Region 4-A) 17.99 

Central Luzon (Region 3) 12.48 

Western Visayas (Region 6) 6.37 

Central Visayas (Region 7) 6.34 

Northern Mindanao (Region 10) 3.34 

Davao Region (Region 11) 4.11 

Total 73.14 

Source: Philippine Statistics Authority (PSA), 2012-based 

 

Inflation is defined as the percent difference between the current 𝐶𝑃𝐼 and the 𝐶𝑃𝐼 of 

the previous year as seen in Equation 21 below: 

𝜋𝑦𝑒𝑎𝑟−𝑜𝑛−𝑦𝑒𝑎𝑟 =  (
𝐶𝑃𝐼𝑡 −  𝐶𝑃𝐼𝑡−1

𝐶𝑃𝐼𝑡−1
) ∗ 100 (21) 

where 𝐶𝑃𝐼𝑡 is the 𝐶𝑃𝐼 of the current month while 𝐶𝑃𝐼𝑡−1 is the same month's 𝐶𝑃𝐼 from the 

previous year. 

 

After obtaining the year-on-year inflation, the data is normalized using Equation 22 

wherein 𝑛 is the element of the array 𝑥 and is multiplied with the difference between the 

maximum and minimum values of array 𝑥. Normalizing the time series can be useful, and even 

required in some machine learning algorithms to make the scale of the input values uniform. 

It may be required for algorithms, like the models used in this paper which weight input values. 

𝑦 =  
𝑛 −  𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 (22) 

Finally, the data is structured to follow the requirements of the model. This involves 

preparing the input to the network as the feature vector [𝑦𝑡 , 𝑦𝑡−𝜏, … , 𝑦𝑡−(𝑚−1)𝜏
] and the 

corresponding output vector as 𝑦𝑡−𝜏.  

 

The models also explore the introduction of a shock variable, expressed in binary form. 

This essentially transforms the models into multivariate processes. A value of 1 for the shock 

variable implies that there is an ongoing shock which can cause inflation the following month. 

Meanwhile, a value of 0 indicates deflationary tendency or absence of shocks that could cause 

inflation the following month.  

 

To classify the shock as 1 or 0, Equation 23 below will be used. A value of 1 is assigned 

if the difference between 𝜋𝑛 and  𝜋𝑛−1 is positive which indicates inflationary movement. In 

this manner, every time the models encounter a value of 1, it will assume positive trend and 

negative otherwise. This is a way of helping the model arrive on a more precise forecast. 

𝑏 =  {
1, 𝑖𝑓 𝜋𝑛 −  𝜋𝑛−1 > 0 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒              

 (23) 
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4.2 SVR architecture 

 

Two models will be developed using SVRs. The first model is a univariate process with 

lag. The second model is a multivariate process wherein the inputs are inflation and shocks 

(i.e. 0 or 1) as determined by Equation 23. Both models employ a lag value of 𝑚 =  1.  

 

Both models will use an 𝜀 of 0.1 and a radial base function (RBF) kernel.  RBF is a type 

of algorithm wherein it reconstructs unknown functions from a known data. Further, the 

functions are multivariate and may be solutions to partial differential equations satisfying 

certain additional conditions. Since the kernel searches for a function to describe the data, a 

grid search is needed. In this paper, 𝛾 which is the kernel coefficient of RBF will be iterated 

from 1𝑒−4 to 1 (see Equation 24). This is inserted in the model in the form of an array. Further, 

the regularization parameter will also be iterated from 1𝑒−2 to 1𝑒−3 which is also in the form 

of an array. 

𝐾(𝑥, 𝑦) = exp (−𝛾‖𝑥 − 𝑦‖2) (24) 

 

4.3 Feed-forward ANNs architecture 

 

Similar to SVR, two models will be developed using feed-forward ANNs. The first one 

is a univariate model wherein the inputs are purely the lags, m of the inflation. The lag is set 

to three steps in the past (𝑚 = 3). For the second model, shocks (i.e. 0 or 1) will be included. It 

will also follow 𝑚 = 3 configuration. 

 

Both ANN models will have a single hidden layer perceptron network following the 

work of Figueiredo, 1980, who argued that one hidden layer is sufficient enough to 

characterize any continuous function. The number of input perceptrons will be equal to the 

lag dimension 𝑚 plus one bias perceptron. In order to create a consistent architecture for the 

feed-forward ANN regardless of the number of inputs, the number of hidden layer perceptrons 

is chosen using the geometric pyramid rule (see Equation 25): 

𝑁ℎ = ∝ √𝑁𝑡𝑁𝑜 (25) 

where 𝑁ℎ, 𝑁𝑡, and 𝑁𝑜 are the number of hidden, input, and output layer nodes respectively. In 

this particular study, ∝ is set to 2 in order to cover the complexity of the problem. The 

hyperbolic tanh will be used for the hidden layer activation function while a linear function is 

intuitively chosen as the output activation function. 

 

 Stochastic gradient descent and back propagation error algorithm will be used to 

obtain the optimal weights in the network. During training, the initial weights are selected 

randomly. As a consequence, a minimum number of random starts before choosing the 

optimal classifier is required (Goodfellow et al., 2016). At 95 percent confidence level, the 

weights should at least comprise the 30 percent value, hence the number of random starts is 

given by Equation 26 below. 
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𝑁 =  
ln (1 − 0.95)

ln (1 − 0.30)
 ≈ 8 (26) 

 

 Finally, to prevent over-fitting, an early stopping in the training phase is executed when 

the RMSE of the network in the validation data set no longer improves with the succeeding 

training iterations (Prechlet, 1998). 

 

4.4 LSTM architecture 

 

Just like SVR and feed-forward ANNs, two models will be developed in LSTM, i.e. 

univariate and multivariate processes. Further, Keras library will be used as a tool to build the 

model. Keras is an open-source library that is written in Python. 

 

Both models will have a single hidden layer with different number of LSTM units (100-

1000). The optimal number of LSTM units for each time series will be identified through trial 

and error. Moreover, 50 epochs will be used to keep the running time reasonable. A higher 

number of epochs will give a heavier load in the processors of the computer. To avoid over-

fitting, a dropout function is added. Dropout is a type of regularization where randomly 

selected neurons are ignored during training phase. This means that their effect to the 

activation of downstream neurons is temporally removed on the forward pass and any weight 

updates not applied to the neuron on the backward pass (Srivastava et al., 2014). 

 

At the tail of the model is a dense layer that specifies the output of one unit. The model 

is then compiled using the Adam optimizer in contrast to feed-forward's back propagation. 

Adam combines the advantages of adaptive gradient algorithm (AdaGrad) and root mean 

square propagation (RMSProp) (Kingma et al., 2014). AdaGrad maintains a per-parameter 

learning rate that improves performance on problems with sparse gradients while RMSProp 

maintains per-parameter learning rates that are adapted based on the average of recent 

magnitudes of the gradients for the weight. In this manner, Adam can thrive well on non-

stationary dataset. 

 

4.5 Model assessment 

 

 To assess each model's performance, the RMSE and MAE (see Equation 27 and 

Equation 28) will be computed and compared for both the one-month ahead static inflation 

forecasts and the 12-month ahead dynamic forecasts. Since there is limited number of data, 

20 percent of the whole time series will be set aside for the testing phase to evaluate the one-

month ahead forecasts of the models. Meanwhile, the whole 2019 data will be removed and 

will be considered as the test set for the 12-month ahead dynamic forecasts. The remaining 

data will be used as train set wherein 5 percent of which will serve as the validation set.  

𝑅𝑀𝑆𝐸 =  √
1

𝑛
 ∑ 𝑒𝑖

2

𝑛

𝑖=1

 (27) 
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𝑀𝐴𝐸 =  
1

𝑛
 ∑|𝑒𝑖|

𝑛

𝑖=1

 (28) 

 

 As of writing, no literature can be found with regards to the most optimal value of 

RMSE and MAE. The rule of thumb is that the lower the values of the two metrics, the better 

the model's performance. 

 

 The forecast performance of these machine learning techniques will also be compared 

vis-à-vis traditional ARIMA models. These statistical models will also be programmed in 

Python. Its parameters p – order of autoregressive terms and q – order of the moving average 

terms will be autotuned using different value combinations from 0 to 3 for model parsimony 

while d – degree of differencing will be set to one. The RMSE and MAE for both the month-

ahead and 12 month-ahead forecasts of these ARIMA models will be computed and compared 

to those of the machine learning models.  

 

5. Results and Discussions 

 

The plots of the forecasts generated using the different models for the sample regions 

along with the actual inflation for the regions are shown in the Appendix. Figures 1.1 – 1.28 

depict the month-ahead forecasts while Figures 2.1 – 2.28 show the dynamic forecasts. 

Notably, the plots indicate relatively good forecasting capability of the models for month-

ahead forecasts. For the dynamic 12-month ahead forecasting, visual inspection of the plots 

suggests that SVR models outperformed both ANN and LSTM models.  

 

Meanwhile, Table 2 shows the RMSE and MAE scores of the forecasting models for 

the month-ahead forecasts. It can be noted that all the models have relatively good/low RMSE 

and MAE scores. Across regions, the ANN univariate models with an average RMSE of ~0.20 

registered the best performance while LSTM with shocks had the worst mean RMSE of ~0.53. 

Meanwhile, in terms of MAE scores, SVR models had the lowest average MAE of ~0.13 across 

the regions while LSTM with shocks posted the highest average MAE of ~0.43 This means that 

despite the sophisticated method of LSTM with shocks (Goodfellow & Bengio, 2016), it showed 

the worst performance in forecasting activity for the one-month ahead forecast as it scored 

the poorest on both performance metrics. 
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Table 2. RMSE and MAE scores of the various models for one-month ahead forecasting 

Forecasting 

model 

NCR Region 3 Region 4-A Region 6 Region 7 Region 10 Region 11 

RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE 

SVR 

univariate 
0.38 0.23 0.04 0.02 0.34 0.20 0.07 0.06 0.32 0.26 0.22 0.14 0.17 0.11 

SVR with 

shocks 
0.38 0.11 0.03 0.02 0.35 0.21 0.13 0.12 0.32 0.23 0.22 0.14 0.17 0.11 

ANN 

univariate 
0.26 0.17 0.09 0.08 0.18 0.13 0.13 0.10 0.26 0.19 0.34 0.25 0.13 0.13 

ANN with 

shocks 
0.76 0.21 0.73 0.25 0.65 0.17 0.60 0.25 0.68 0.23 0.63 0.23 0.75 0.19 

LSTM 

univariate 
0.21 0.17 0.18 0.15 0.28 0.21 0.28 0.24 0.51 0.43 0.20 0.14 0.28 0.21 

LSTM with 

shocks 
0.58 0.43 0.30 0.24 0.39 0.32 0.31 0.21 0.71 0.54 0.83 0.75 0.61 0.49 

ARIMA 0.42 0.32 0.36 0.27 0.42 0.33 0.39 0.28 0.44 0.35 0.38 0.31 0.52 0.41 

Source: Authors’ estimates  

 

Table 3 shows the optimal one-month ahead forecasting model for each region. It can 

be seen that no single model won it all. Nonetheless, it appears that all univariate models have 

the better RMSE scores. Hence, based on RMSE, it appears that a univariate process is already 

good enough to generate fairly reliable forecasts. Meanwhile, based on the MAE metric, four 

regions require multivariate processes (i.e. NCR, Region 3, Region 10, and Region 11). 

 

Another key consideration in assessing the performance of the models is their running 

time. ANN with shocks took the longest time to finish forecasting at an average of 2 hours, 50 

minutes. Meanwhile, SVR univariate has the fastest running time at an average of 38 minutes. 

 

Table 3. Optimal one-month ahead forecasting model for each region 

Region RMSE MAE 

NCR LSTM univariate SVR with shocks 

Region 3 SVR univariate SVR univariate & with shocks 

Region 4-A ANN univariate ANN univariate 

Region 6 SVR univariate SVR univariate 

Region 7 ANN univariate ANN univariate 

Region 10 LSTM univariate SVR univariate, SVR with shocks & 

LSTM univariate 

Region 11 ANN univariate SVR univariate & SVR with shocks 

Source: Based on authors’ estimates 

 

This study also assessed results generated from dynamic forecasting. In this exercise, 

the forecasted inflation is inserted in the model to forecast the succeeding values. Table 4 

shows the RMSE and MAE scores of the different models for the sample regions based on their 

dynamic forecasts for 2019. In this exercise, SVR univariate, SVR with shocks, and ANN 

univariate posted the best RMSE and MAE results across all regions as the other models 

registered higher RMSE and MAE, even exceeding one. 
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In particular, based on RMSE, SVR with shocks with an average of ~0.65 registered the 

best performance among the six models while LSTM with shocks had the worst performance 

with a mean RMSE of ~1.48. The same conclusion could be arrived based on MAE scores. SVR 

with shocks with an average MAE of  ~0.65  appeared to be the best model while LSTM with 

shocks with an average MAE of ~1.48 was the worst. 

 

Table 4. RMSE and MAE scores of the various models for 12-month ahead forecasting 

Forecasting 

 Model 

NCR Region 3 Region 4-A Region 6 Region 7 Region 10 Region 11 

RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE 

SVR 

univariate 
0.63 0.52 0.36 0.28 0.60 0.48 0.67 0.55 0.87 0.80 0.76 0.61 0.81 0.67 

SVR with 

shocks 
0.55 0.45 0.37 0.29 0.61 0.48 0.67 0.54 0.80 0.72 0.74 0.59 0.82 0.68 

ANN 

univariate 
0.64 0.54 0.38 0.31 0.69 0.55 0.65 0.52 0.85 0.78 0.84 0.67 0.87 0.80 

ANN with 

shocks 
1.67 1.18 0.70 0.66 1.17 1.07 1.46 1.24 1.74 1.54 1.62 1.33 1.68 1.26 

LSTM 

univariate 
1.78 1.37 1.73 1.46 2.74 2.26 3.21 2.78 3.39 3.09 3.37 3.04 2.98 2.02 

LSTM with 

shocks 
2.01 1.69 2.27 1.94 2.11 1.72 2.43 1.95 3.42 2.93 2.57 2.27 2.00 1.62 

ARIMA 1.08 0.98 0.84 0.82 1.18 1.15 1.04 1.02 1.91 1.85 2.35 2.27 1.73 1.65 

Source: Authors’ estimates  

 

Table 5 shows the optimal 12-month ahead forecasting model for each region. It can be 

seen that SVR models have the best performance for the sample regions with the exception 

of Region 6. However, it should be pointed out that, ANN univariate models outperformed 

SVR models by a margin of 0.02 only on both metrics. 

 

 

Table 5. Optimal 12-month ahead forecasting model for each region 

Region RMSE MAE 

NCR SVR with shocks SVR with shocks 

Region 3 SVR univariate SVR univariate  

Region 4-A SVR univariate ANN univariate and SVR with shocks 

Region 6 ANN univariate ANN univariate 

Region 7 SVR with shocks SVR with shocks 

Region 10 SVR with shocks SVR with shocks 

Region 11 SVR univariate SVR univariate 

Source: Based on authors’ estimates 

 

 



Forecasting regional inflation in the Philippines using machine learning techniques: A new approach 

BSP Working Paper Series No. 2020‐10  18 

It could be noted that the relatively bad performance of LSTM models in dynamic 

forecasting may be a consequence of the memory storage of LSTM, wherein it remembers 

long and short-term memories (Hochreiter & Schmidhuber, 1997; Gibson & Patterson, 2017). 

In other words, if LSTM commits a significant error in the first few forecasts, the succeeding 

forecasts will start to suffer bigger errors since the value that it remembers already has a 

significant margin of error. This phenomenon was also noted in the previous study by 

Almosova & Andresen, 2004. Also, this behavior of LSTM maybe due to the resolution of data 

(Hochreiter & Schmidhuber, 1997; Gibson & Patterson, 2017). 

 

Meanwhile, in terms of running time for dynamic forecasting, LSTM with shocks 

requires the longest running time of three hours, 51 minutes (average) while SVR univariate is 

the fastest to complete a run at only 32 minutes (average). As SVR models manifest superior 

performance for dynamic forecasting (based on RMSE and MAE metrics) along with shortest 

run time to complete, SVR models represent the best candidate to forecast inflation of the 

seven regions with longer forecasting horizons. 

 

Nonetheless, this study notes that the running time and performance of the neural 

networks (LSTM and ANN) can be improved if a better computer is used. In this study, the 

hyperparameters were set at a good running condition based on the capability of the authors' 

computer. It may be worthwhile to investigate the performance of the two neural networks at 

higher speed computer with a more sophisticated hyperparameters. 

 

Similar to other studies, this paper also evaluates the usefulness of machine learning 

methods compared to traditional ARIMA models. In the one-step ahead forecast, all the SVR 

and ANN univariate models outperformed ARIMA models in terms of RMSE and MAE metrics 

(see Table 2). However, the ANN with shocks models are inferior to ARIMA models in terms 

of the RMSE scores. From the definition of RMSE (see Equation 27), it can be seen that it gives 

relatively high weight to large errors. This means that ANN with shocks have predictions with 

higher deviation from the actual inflation values as compared to ARIMA. Thus, if all the 

individual errors are weighted equally, ANN with shocks outperformed ARIMA in all the 

regions, which is evident on the MAE scores. For LSTM, the univariate models outperformed 

ARIMA models on six regions while LSTM with shocks outperformed ARIMA on just three 

regions (see Table 2).  

 

In the 12-month ahead forecasts, all SVR and ANN univariate models consistently 

outperformed ARIMA models (see Table 4). The ANN with shocks models outperformed 

ARIMA on five regions but are inferior for NCR and Region 6. Meanwhile, all the LSTM models 

are inferior to ARIMA for all the regions despite its sophisticated algorithm.  

 

All the optimal machine learning models for each region-identified based on RMSE 

and MAE scores in the one-month ahead forecasting exercise-outperformed ARIMA with a 

difference of at least 0.18 for RMSE and 0.17 for MAE (see Table 6). The same goes with the 

optimal machine learning models for the 12-month ahead forecast with a higher difference of 

at least 0.39 for RMSE and 0.33 for MAE (see Table 7). The difference was computed by 

subtracting from RMSE/MAE of ARIMA models the RMSE/MAE of the optimal machine 

learning models. Hence, a positive value means the optimal machine learning model 

outperformed ARIMA. 
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Table 6. RMSE and MAE of the optimal machine learning models 

vis-à-vis ARIMA for one-month ahead forecasting 

Region 
Optimal forecasting model Difference with ARIMA 

(𝐴𝑅𝐼𝑀𝐴𝑅𝑀𝑆𝐸/𝑀𝐴𝐸 − 𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝑚𝑜𝑑𝑒𝑙𝑅𝑀𝑆𝐸/𝑀𝐴𝐸) 

RMSE MAE RMSE MAE 

NCR LSTM univariate SVR with shocks 0.21 0.21 

Region 3 SVR univariate SVR univariate & with shocks 0.33 0.25 

Region 4-A ANN univariate ANN univariate 0.24 0.20 

Region 6 SVR univariate SVR univariate 0.32 0.22 

Region 7 ANN univariate ANN univariate 0.18 0.16 

Region 10 LSTM univariate 
SVR univariate, SVR with 

shocks & LSTM univariate 
0.18 0.17 

Region 11 ANN univariate 
SVR univariate & SVR with 

shocks 
0.35 0.30 

Source: Based on authors’ estimates 

 

 

Table 7. RMSE and MAE of the optimal machine learning models 

 vis-à-vis ARIMA for 12-month ahead forecasting 

Region 
Optimal forecasting model Difference with ARIMA 

(𝐴𝑅𝐼𝑀𝐴𝑅𝑀𝑆𝐸/𝑀𝐴𝐸 − 𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝑚𝑜𝑑𝑒𝑙𝑅𝑀𝑆𝐸/𝑀𝐴𝐸) 

RMSE MAE RMSE MAE 

NCR SVR with shocks SVR with shocks 0.53 0.53 

Region 3 SVR univariate SVR univariate 0.48 0.54 

Region 4-A SVR univariate 
ANN univariate and SVR 

with shocks 
0.58 0.33 

Region 6 ANN univariate ANN univariate 0.39 0.50 

Region 7 SVR with shocks SVR with shocks 1.11 1.13 

Region 10 SVR with shocks SVR with shocks 1.61 1.68 

Region 11 SVR univariate SVR univariate 0.92 0.98 

Source: Based on authors’ estimates 
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6. Conclusions and Recommendations 

 

Six models were developed to forecast inflation for each of the representative regions 

identified in this study. Two forecasting activities were done: (1) one-month ahead static 

forecasting wherein 10 percent of the data points were used as a test set; and (2) 12-month 

ahead dynamic forecasting wherein the whole 2019 inflation data were used as a test set. 

 

In generating one-month ahead forecasts, all the models displayed relatively good 

forecasting capability.  The ANN univariate models had the best average RMSE while the SVR 

with shock models had the best MAE. For the dynamic forecasting activity, SVR with shock 

models registered the best performance for both metrics. Furthermore, all the optimal machine 

learning models identified for each region outperformed ARIMA on both performance metrics. 

Hence, it is recommended that the optimal machine learning models for each region be used 

for regional forecasting. 

 

Although it was observed that LSTM has the poorest performance in dynamic 

forecasting, further studies can be conducted in the future when data resolution is increased.   

This is because from previous studies (Siami-Namini et al., 2018; Thakur et al., 2016; Almosova 

& Andresen, 2004) LSTM performs better when significant data resolution is achieved. With 

regards to the running time, a better computer capacity is recommended to further increase 

the hyperparameters of the neural networks since in this study, the hyperparameters for ANN 

and LSTM were set to a running condition of the computer being used. 

 

Further work in this subject includes creating inflation forecasting models for the 

remaining regions in the country using the ANN and SVR, determining optimal models based 

on RMSE and MAE and aggregating the regional forecasts in order to generate a nowcast for 

the nationwide inflation rate.  
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A. NCR 

 

Figure 1.1. SVR models for NCR  
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Figure 1.2. ANN models for NCR 

 

(i) Univariate  

 

 

 

(ii) Multivariate 

 

 

 

 

  



Forecasting regional inflation in the Philippines using machine learning techniques: A new approach 

BSP Working Paper Series No. 2020‐10  25 

 

 

 

 

 

Figure 1.3. LSTM models for NCR 

 

(i) Univariate  

 

 

 

(ii) Multivariate 

 

 

 

 

 

  



Forecasting regional inflation in the Philippines using machine learning techniques: A new approach 

BSP Working Paper Series No. 2020‐10  26 

 

 

 

 

 

Figure 1.4. ARIMA model for NCR 
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B. Region 3 

Figure 1.5. SVR models for Region 3 

(i) Univariate  
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Figure 1.6. ANN models for Region 3 
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Figure 1.7. LSTM models for Region 3 
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Figure 1.8. ARIMA model for Region 3 
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C. Region 4-A 

 

Figure 1.9. SVR models for Region 4-A 
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Figure 1.10. ANN models for Region 4-A 
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Figure 1.11. LSTM models for Region 4-A 
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Figure 1.12. ARIMA model for Region 4-A 
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D. Region 6 

 

Figure 1.13. SVR models for Region 6 
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Figure 1.14. ANN models for Region 6 
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Figure 1.15. LSTM models for Region 6 
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Figure 1.16. ARIMA model for Region 6 
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E. Region 7 

 

Figure 1.17. SVR models for Region 7 
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Figure 1.18. ANN models for Region 7 
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Figure 1.19. LSTM models for Region 7 
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Figure 1.20. ARIMA model for Region 7 
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F. Region 10 

 

Figure 1.21. SVR models for Region 10 
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Figure 1.22. ANN models for Region 10 
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Figure 1.23. LSTM models for Region 10 
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Figure 1.24. ARIMA model for Region 10 
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G. Region 11 

 

Figure 1.25. SVR models for Region 11 
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Figure 1.26. ANN models for Region 11 
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Figure 1.27. LSTM models for Region 11 
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Figure 1.28. ARIMA model for Region 11  
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II. 12-month ahead forecasts 

 

A. NCR 

 

Figure 2.1. SVR models for NCR 
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Figure 2.2. ANN models for NCR 
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Figure 2.3. LSTM models for NCR 

 

(i) Univariate  

 

 

 

(ii) Multivariate 

 

 

 

 

 

 

 

 



Forecasting regional inflation in the Philippines using machine learning techniques: A new approach 

BSP Working Paper Series No. 2020‐10  54 

 

 

 

 

 

Figure 2.4. ARIMA model for NCR 
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B. Region 3 

 

Figure 2.5. SVR models for Region 3 
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Figure 2.6. ANN models for Region 3 
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Figure 2.7. LSTM models for Region 3 
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Figure 2.8. ARIMA model for Region 3  
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C. Region 4-A 

 

Figure 2.9. SVR models for Region 4-A 
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Figure 2.10. ANN models for Region 4-A 
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Figure 2.11. LSTM models for Region 4-A 
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Figure 2.12. ARIMA model for Region 4-A 
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D. Region 6 

 

Figure 2.13. SVR models for Region 6 
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Figure 2.14. ANN models for Region 6 
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Figure 2.15. LSTM models for Region 6 
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Figure 2.16. ARIMA model for Region 6 
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E. Region 7 

 

Figure 2.17.  SVR models for Region 7 
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Figure 2.18. ANN models for Region 7 
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Figure 2.19. LSTM models for Region 7 
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Figure 2.20. ARIMA model for Region 7 
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F. Region 10 

 

Figure 2.21. SVR models for Region 10 
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Figure 2.22. ANN models for Region 10 
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Figure 2.23. LSTM models for Region 10 
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Figure 2.24. ARIMA model for Region 10 
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G. Region 11 

 

Figure 2.25. SVR models for Region 11 
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Figure 2.26. ANN models for Region 11 
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Figure 2.27. LSTM models for Region 11 

 

(i) Univariate  
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Figure 2.28. ARIMA model for Region 11 
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